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Abstract

How do people determine whether non-human entities have
thoughts and feelings — an inner mental life? Prior work has
proposed that people use compact sets of dimensions (e.g.,
body-heart-mind) to form beliefs about familiar kinds, but
how do they generalize to novel entities? Here we investi-
gate emerging beliefs about the mental capacities of large lan-
guage models (LLMs) and how those beliefs are shaped by
how LLMs are portrayed. Participants (N = 470) watched brief
videos that encouraged them to view LLMs as either machines,
tools, or companions then took a survey measuring mental ca-
pacity attributions. We found that the companion group more
strongly endorsed statements regarding a broad array of men-
tal capacities that LLMs might possess relative to the machine
and rool groups, suggesting that people’s beliefs can be rapidly
shaped by context. Our study highlights the need to explore the
factors shaping people’s beliefs about emerging technologies
to promote accurate public understanding.
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Introduction

Humans face a fundamental challenge in making sense of
their world: determining which entities within it are genuine
social agents—beings that possess minds and feelings—and
which are not (Epley et al., 2010). Previous work has es-
tablished that people readily attribute various mental capac-
ities (e.g., the ability to form goals, have beliefs, and recog-
nize desires) to other people as a way of accounting for their
behavior (Waytz et al., [2010; Jara-Ettinger, 2019; Tamir &
Thornton, 2018}; [van Baar et al., [2022; FeldmanHall & Nas-
sar, |2021). Moreover, these attributions seem to sometimes
extend to non-human entities, including animals (Eddy et al.}
1993} [Urquiza-Haas & Kotrschall [2015) and certain techno-
logical artifacts (Nass & Moon, [2000; [Weisman et al., 2017}
Rossignoli et al., 2022} Thellman et al., [2022)). For example,
people sometimes judge cars (Windhager et al.| 2012}, com-
puters (Nass et al.,{1996)), and robots with human-like appear-
ances or behaviors (Thellman et al., [2022}; (Cucciniello et al.,
2023} |Spatola & Wudarczyk, 2021} |Gena et al.,2023)) to pos-
sess some mental capacities (sometimes referred to as mental
states), even if people are aware that these objects are in fact
inanimate. Why do people sometimes mistakenly attribute
mental capacities to otherwise clearly inanimate entities?
Broadly, there are at least two sets of constraints to help
understand these misattributions. The first set might come
from limited experience or knowledge from the person mak-
ing attributions. For example, prior work has found that

younger children, who have had strictly less experience in-
teracting with others than older children and adults, often fail
in standard false-belief tasks (i.e., understanding others’ be-
liefs can be different from their own) (Baron-Cohen et al.,
2013; |Gopnik & Astington, |1988}, [Perner et al., [1987; |Birch
& Bloom, 2007); struggle to distinguish between intentions,
beliefs, or desires (Flavell, |1999; |Astington, |1993}; |Astington
& Leel (1991} [Shultz, 2014); and exhibit stronger egocentric
biases in understanding mental states (Hayashi & Nishikawa),
2019; [Pillow & Henrichon, [1996; Pillowl, [1995). With lim-
ited experience and knowledge, people are also more suscep-
tible to attribute mental lives to inanimate objects for reasons
like emotional attachment (Gjersoe et al., 2015)), imaginative
play (Smirnova, 2011), the presence of robotic or digital fea-
tures (Sung, 2018} [Kahn Jr et al.| [2004), or physical resem-
blance to humans or animals (Kahn Jr et al., [2004; Manzi
et al., 2020). While people typically overcome these mis-
takes as they gain more experience and converge to culturally
shared understandings about mental capacities in various en-
tities (Meltzoff & Gopnikl 2013), even adults can make attri-
bution errors in specific settings (Gao et al., [2010; Thellman
et al.| [2022).

Because attributing mental capacities requires making in-
ferences from observable features (i.e., appearances and be-
haviors), a second set of important constraints that may lead
to misattribution errors come from sophisticated features of a
target entity. Even observers who are aware that shapes are
inanimate and do not possess goals or intentions will some-
times report moving shapes as animate and capable of goal-
directed behavior (Heider & Simmel, |1944; |Gao et al., 2009,
2010;|Scholl & Gaol 2013)). People also tend to attribute men-
tal capacities and traits to technological artifacts that appear
human-like or demonstrate complex goal-directed behavior,
despite knowing they are not animate (Rossignoli et al.,2022;
Imamura et al., [2015; [Thellman et al., 2022; |De Graaf &
Mallel, 2019).

Not only might these constraints impact holistic judgments
concerning how “life-like” an entity seems, but they might
also shape judgments about different components of that
entity’s mental life in different ways. A substantial body
of prior work suggests that people use multiple dimensions
to represent the mental capacities of others, and different
entities can display these capacities to varying degrees (Gray
et al., [2007; [Weisman et al., 2017; |(Colombatto & Fleming,



2024 |Pekcetin et al., [2024; [Hindennach et al., 2024} Taka-
hashi et al., 2016} Tamir et al., 2016). One influential study
proposed that there are two dimensions along which people
attribute mental capacities to other entities: experience (e.g.,
hunger and pain) and agency (e.g., self-control and memory)
(Gray et al. 2007) In a more recent work, [Weisman et al.
(2017)) argued that actually three dimensions might be nec-
essary to capture the variation in mental capacity attribution,
which they dubbed: body, heart, and mind. However, another
study focusing on technological artifacts instead found
evidence suggesting that two dimensions for experience and
intelligence were sufficient (Colombatto & Fleming, [2024)).
Taken together, these lines of work nevertheless provide
converging evidence that mental capacity attribution likely
goes beyond making judgments about a single dimension
(e.g., animacy). Moreover, they suggest that multiple factors
are likely important for informing those judgments, such as
prior knowledge on the part of the observer and behavioral
complexity on the part of the target.

Newly developed natural language generation technolo-
gies, including large language models (LLMs), offer a use-
ful case study for exploring how people determine which
mental capacities are appropriate to attribute to novel enti-
ties in the real-world where there is substantial uncertainty
and ever-changing conditions. First, people have limited ex-
perience and knowledge about LLMs. Even the most pop-
ular consumer-facing systems (e.g., ChatGPT) only recently
became available; thus, many people are still learning about
and how to interact with them. As a consequence, people hold
widely divergent beliefs about the type of entity these systems
really are (Rapp et al.,|[2024; Martinez & Winter, 2021; Boyle,
2024)). Second, these technologies span a wide range of be-
havioral complexity and continue to evolve rapidly. For ex-
ample, early versions of GPT (Radford} 2018)) were less pro-
ficient than current models (e.g., GPT-40 (Hurst et al., 2024)
and DeepSeek (Liu et al.,|2024)) in tasks such as solving rea-
soning problems (F. Cheng et al.| [2025), shifting our notions
of what it means to be intelligent (Mitchell, [2024)).

In the face of such a rapidly changing and uncertain techno-
logical landscape, people might be especially sensitive to the
ways that these technologies are portrayed, especially what
features of the target are accentuated. Some portrayals—
for instance, technical blogs—emphasize the internal mecha-
nisms within these systems (Stoffelbauer] |2023). Other por-
trayals instead focus on their usefulness as productivity sup-
port tools (Grammarly, [n.d.), and others still might charac-
terize these systems as ones with goals, “who care,” and are
“always on your side” (Replika, |n.d.). The differences be-
tween such portrayals can be thought of as akin to the well
known distinction between mechanistic, functional, and
intentional stances that can be adopted towards another
entity’s behavior (Dennett, |{1989; [Lombrozol 2009, 2012
Jahic Pettersson et al., 2020; [Kelemen, 2019).

Informed by this axis of variation in portraying LLMs,
we explore how video portrayals may influence how peo-

ple attribute mental capacities to novel complex entities.
We develop short informational videos that invite people to
adopt one of the three stances towards LLMs: mechanistic,
functional, and intentional. The mechanistic por-
trayal presents LLMs primarily as machines that generate
text; the functional portrayal presents them as tools to ac-
complish various tasks; and the intentional portrayal as
companions open to conversation and connection (see Fig.[T).

Experimental Setup

We conducted a large-scale, pre-registered, between-subjects
experiment (N = 470) to evaluate the effect of different
portrayals of LLMs, a novel technological entity, on people’s
attributions of mental capacities to LLMs. We developed
three unique informational videos that capture the respec-
tive theoretical stances (mechanistic, functional, and
intentional) that people may adopt towards an entity (e.g.,
LLMs) (Dennett, {1989; Lombrozo, 2012). We recruited
laypeople (i.e., those without computer science or artificial
intelligence (AI) expertise) as participants and randomly
assigned them to one of four conditions:

* Mechanistic: participants watch a video portraying
LLMs as machines, describing text generation as next-
word-prediction.

* Functional: participants watch a video portraying
LLMs as tools, describing potential use cases and sugges-
tions for using LLMs effectively.

* Intentional: participants watch a video portraying
LLMs as companions, describing their social abilities.

* Baseline: participants do not watch any video.

Then, all participants took a survey measuring their
attributions of 40 mental capacities to LLMs.  This
study was approved by our Institutional Review Board
(IRB #17151) and pre-registered with AsPredicted:
https://aspredicted.orqg/vgdm-gjrm.pdfl

Experimental manipulation: portrayal of LL.Ms

The three video portrayals encouraged participants to adopt
one of the following stances: mechanistic, functional,
and intentional (Dennett, |1989; [Lombrozo} 2012). They
were theoretically motivated by established distinctions be-
tween the stances and were reflective of real-world content
since many online portrayals are reminiscent of at least one
of these stances. The video scripts were designed with two
goals in mind: (1) reduce unnecessary variance between por-
trayals and (2) realistically capture the essence of each por-
trayal. To satisfy goal (1), we developed the videos to share
content (e.g., similar introductions, conclusions, and sections
on LLMs learning from data) and sentence structures when
possible. The videos were approximately matched in terms of
word count and length (<5 minutes) and were recorded with
the same narrator, animations, and visual aids for consistency.
To satisfy goal (2), we based our content and wording on col-
lected examples of each portrayal from publicly available on-
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Figure 1: Overview of experimental design. Left: Participants are randomly assigned to one of four conditions. Center:
Summary of the video portrayals shown in each experimental condition. Right: Example illustration of the mental capacity
attribution survey. All participants rate their attributions of 40 mental capacity items to LLMs on a 7-point Likert scale.

line material about LLMs. Each video contained a content-
specific section, highlighted in Fig.[T|(center): LLM text gen-
eration procedure in the mechanistic portrayal, applications
and tips for using LLMs in the functional, and the experi-
ence of talking to LLM companions in the intentional.

Videos were split into three parts. Participants had to stay
on each screen for the duration of each section and manually
click to move onto the next part.

Measuring mental capacity attribution

We measured the effect of the video intervention on partici-
pants’ attributions of 40 mental capacity items to LLMs (e.g.,
reasoning about things) where the scope of the surveyed items
extended beyond the content of the videos (see Fig. [2|for the
full list). We measured mental capacity attribution using 7-
point Likert scale ratings (Thellman et al.| 2022} |[Eddy et al.}
1993; Miraglia et al., [2023), and our statements were com-
piled from two relevant prior works: [Weisman et al.| (2017)
and [Colombatto & Fleming|(2024). The former is more es-
tablished and measures people’s mental capacity attribution
to a variety of entities (e.g., other humans, animals, objects,
and robots). The latter is more recent and solely focuses on
mental capacity attribution to ChatGPT, a popular consumer-
facing LLM. We compiled the final list of 40 mental capac-
ity items after conducting a small-scale qualitative pilot study
with eight participants. In this pilot, we sought to understand
participants’ perception of each item’s relevance to LLMs and
removed similar items that were deemed repetitive. In the
end, our final list of 40 mental capacities contained 34 items
from [Weisman et al.| (2017) and six items from |Colombatto
& Fleming| (2024).

Motivated by prior work (Weisman et al.| 2017} |Colom-
batto & Fleming|, 2024), we asked participants “On a scale of
1 (not at all capable) to 7 (highly capable), how capable do
you believe LLMs are of X?” where X is a mental capacity
(e.g., having intentions). All participants responded to all 40

items, and each item was presented on its own page.

Next, participants responded to an attention check to select
which two statements they encountered in the survey from a
list of four. Lastly, we measured participant’s levels of anthro-
pomorphism of LLMs directly with the following question:
“To what extent do you believe LLMs are human-like?” Par-
ticipants responded using a Likert scale from 1 (Not human-
like at all) to 7 (Very human-like).

Participants

We recruited U.S.-based adults without knowledge of Al or
related fields on Prolific, an online research platform. To en-
sure our participants were laypeople, we verified they did
not study information/communication technologies, mathe-
matics, statistics, or computer science; did not work in cod-
ing, technical writing, or systems administration; and rated
themselves as having at most some basic knowledge of Al
We utilized a standard sample and paid participants at a
rate of $15 per hour. Our target minimum sample size was
90 per condition, based on the G*Power (Erdfelder et al.
1996) sample size calculator with al pha = 0.05, power =0.9,
Cohen's d = 0.5 for a two-tailed Mann-Whitney U-test.

We recruited 489 participants, then following our pre-
registered exclusion criteria, we excluded 19 participants who
failed our attention check, spent less than 80 seconds on the
survey, or spent a median time of less than 1 second on each
survey item. Post exclusions, we had a total of 470 partic-
ipants (age: < 35 = 154, 35-54 = 228, > 54 = 88; gender:
female = 309, male = 149, non-binary = 10, transgender =
1, NA = 1; education: Bachelor’s or higher = 441, other =
29). We also collected participants’ familiarity with various
LLM products (e.g., ChatGPT, Gemini, Copilot, and Rep-
lika). Most participants either never heard of or never used
the products, with the exception of ChatGPT where 47% of
participants have used it a few times, but not regularly. In
total, there were 118 participants in the baseline condition,



116 in the mechanistic, 119 in the functional, and 117 in
the intentional.

Analysis procedure

The primary goal of our analysis was to determine whether
and how LLM portrayals affect people’s attributions of men-
tal capacities to LLMs. We first organized the 40 mental ca-
pacity items into one of three categories: body-heart-mind
based on the dominant factor loadings from Study 4 in|Weis-
man et al| (2017) (see Fig. [2] for assignments). The body
category is characterized as physiological sensations and
self-initiated behaviors, heart as emotions and social/moral
agency, and mind as perceptual/cognitive abilities (Weisman
et al., 2017). For mental capacity items from |Colombatto &
Fleming| (2024)) that did not have factor loadings for body-
heart-mind categories, we placed each item into its respec-
tive category based on its semantic meaning and relation to
the capacity items in each category. Categorization enabled
finer-grained analyses of the effect of LLM portrayal and al-
lowed us to identify patterns across related mental capacity
items.

According to the pre-registered plan, we fit the
following mixed-effects regression model on the col-
lected data: rating ~ portrayal * category + (1 |
participant_id). The dependent variable rating was for
each mental capacity item, and the predictors portrayal,
category, and participant_id were all categorical. For
portrayal, there were four possible values (baseline (no
portrayal), mechanistic, functional, intentional) with
baseline as the reference, and for category, there were
three possible values (body-heart-mind) with body as the ref-
erence. Using ANOVA, we compared this model to 1) an
equivalent model lacking interaction between portrayal and
category, 2) an equivalent model lacking portrayal, and
3) a null model with no fixed effects [H Reported means and
standard errors are from post-hoc estimated marginal means
analysis averaged across all items or within a category.

Results

Attribution is higher for mind items than body or
heart items

We first sought to establish the validity of participants’ ratings
of mental capacity attributions. Separating mental capacity
items into the body-heart-mind categories from Weisman et
al.| (2017), we observed that mind-related items tended to be
the highest, followed by heart then body. This is demon-
strated both in Fig. 2]at the item level and Fig. 3| (right) at the
category level. We found that the addition of the category
predictor significantly improved the fit of the regression
model predicting attribution ratings over the null baseline
(p < 0.001), suggesting that participants attribute mental ca-
pacity items of different categories differently to LLMs.

IThe pre-registration originally include random effects for each
mental capacity item ((1 | item)) in the baseline models. How-
ever, this caused errors with ANOVA because these baselines were
not nested versions of the full model, leading us to drop this term.
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Figure 2: Mean ratings for all items. Different portrayal con-
ditions are indicated by different colors. Items are grouped
by body-heart-mind categories and sorted by increasing mag-
nitude of mean rating in the baseline condition. Error bars
represent 95% confidence intervals. Mind items tend to be

the highest, followed by heart then body.

Further, we conducted post-hoc pairwise comparisons of
the mean ratings for each item category with Tukey adjust-
ments and observed significant differences for all pairwise
comparisons. Specifically, the mean rating for the 13 items
in the mind category (M (mean) = 4.68, SE (standard er-
ror) = 0.04) was reliably higher than the mean rating for the
12 heart items (M = 2.63, SE = 0.04, p < 0.001) and the
mean rating for the 15 body items (M = 1.66, SE = 0.04,
p < 0.001). Additionally, the mean rating for heart was reli-
ably higher than for body (p < 0.001). Given that LLMs per-



form well on tasks that typically require humans to perform
cognitive functions, the attribution of mind-related capacities
over heart and body capacities is not surprising.

Intentional portrayal of LLMs increases mental
capacity attribution overall

Next, we sought to evaluate the effect of our experimental
manipulation of the portrayal condition and found that in-
cluding portrayal as a predictor reliably improved the fit
of the regression model predicting attribution ratings (p <
0.001). However, we did not find a reliable interaction be-
tween portrayal (baseline, mechanistic, functional,
intentional) and category (body-heart-mind), indicating
that the magnitude of the portrayal condition’s effect did not
reliably differ across different categories of capacity items.

We additionally conducted post-hoc pairwise comparisons
of mean ratings in each condition with Tukey adjustments.
We found that the mean rating calculated over all items was
higher in the intentional portrayal condition (M = 3.37,
SE = 0.07) than in the baseline (M =2.89, SE =0.07, p <
0.001), mechanistic (M =2.80, SE =0.07, p < 0.001), and
functional (M = 2.90, SE = 0.07, p < 0.001) conditions.
These results (Fig. |3} left) suggest that the overall effect on
mental capacity attributions might have been driven by the
intentional condition.

Intentional portrayal increases mental capacity
attribution within body-heart-mind categories

In order to determine whether the effect of the intentional
portrayal was primarily driven by certain categories of mental
capacity items, we again separated the mental capacities into
the body-heart-mind categories. We then examined differ-
ences across portrayal conditions within each category. From
this finer-grained analysis, we found that the effect of the por-
trayal condition is reliable within all categories of items, as
demonstrated in Fig. [3] (right), suggesting the main effect of
portrayal was not driven by only one category of items.
Within each item category (body-heart-mind), we addition-
ally conducted post-hoc pairwise comparisons of the mean
ratings between each condition. For items in the body cat-
egory, we found the mental capacity attribution of partici-
pants in the intentional portrayal condition (M = 2.00,
SE = 0.08) to be reliably higher than the baseline (M =
1.63, SE =0.08, p =0.003), mechanistic (M = 1.46, SE =
0.08, p < 0.001), and functional (M = 1.57, SE = 0.08,
p = 0.001) conditions. For items in the heart category, men-
tal capacity attribution in the intentional portrayal condi-
tion (M = 3.05, SE = 0.08) was also reliably higher than the
baseline (M =2.48, SE = 0.08, p < 0.001), mechanistic
(M =2.40, SE = 0.08, p < 0.001), and functional (M =
2.58, SE = 0.08, p < 0.001) conditions. Similarly, for
items in the mind category, mental capacity attribution was
higher in the intentional portrayal condition (M = 5.05,
SE = 0.08) than baseline (M = 4.58, SE = 0.08, p <
0.001), mechanistic (M =4.54, SE =0.08, p < 0.001), and
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Figure 3: Mean mental state attribution ratings across condi-
tions for all items (left) and for items in each body-heart-mind
category (right). Error bars represent 95% confidence inter-
vals. The intentional portrayal condition reliably increases
mean ratings for items overall and within each category, and
participants tend to rate mind related items higher than body
and heart.

functional (M = 4.55, SE = 0.08, p < 0.001). Thus, be-
cause the intentional portrayal led to an increase in mental
capacity attribution within all three categories of items (body-
heart-mind), this suggests the effect is not solely driven by
one type of mental capacity but by a broad range of capacities.

Intentional portrayal affects items beyond the
content of the video

Our analysis thus far has revealed that the intentional por-
trayal can have a reliable effect on increasing people’s men-
tal capacity attributions to LLMs. However, an important
question remains, especially given that the intentional por-
trayal is more suggestive of mental capacities than others.
Could this be due to overlap between the video and the sur-
veyed mental capacities?

To answer this, we conducted an exploratory robust-
ness analysis to understand whether the difference between
the intentional portrayal and baseline condition was
solely driven by the mental capacities referenced in the
intentional video or if its effect extends beyond the video
content.

Members of our research team first independently identi-
fied items that were mentioned in the intentional video
then resolved differences through discussion. In the end, five
items were identified to be mentioned in the video: “know-
ing things,” “having intelligence,” “understanding how oth-
ers are feeling,” “having a personality,” and “communicat-
ing with others.” We then fit a new mixed-effects regres-
sion model, similar to before but replacing item category
with a binary categorical predictor mentioned, giving us
the following model: rating ~ portrayal * mentioned
+ (1 | participant_id). Using only the baseline and
intentional portrayal conditions, we repeated the ANOVA
using incrementally complex mixed-effects models and con-
ducted pairwise comparisons with Tukey adjustments.



Including mentioned as a predictor significantly improved
the model fit of predicting attribution ratings over a null
model (p < 0.001). Additionally, including the interac-
tion term portrayal * mentioned had a reliable improve-
ment of model fit as well (p < 0.001). For the five men-
tioned items, the pairwise comparisons demonstrated a reli-
able difference between the intentional (M =5.12, SE =
0.11) and baseline (M =4.13, SE =0.11, p < 0.001) por-
trayal conditions, as expected. Further, for the remaining
unmentioned items, we also observed a significant differ-
ence between the intentional (M = 3.05, SE = 0.07) and
baseline (M =2.66, SE =0.07, p < 0.001) conditions. This
suggests that the effect of the intentional portrayal can
carry over to items beyond its content, and this is highlighted
in Fig. [2] for items such as “having intentions” (under body)
or “telling right from wrong” (under heart).

Mental capacity attribution is positively correlated
with anthropomorphism

In our final analysis, we explored the relationship be-
tween mental capacity attributions and anthropomorphism of
LLMs. Anthropomorphism is the attribution of human-like
qualities—not necessarily physically observable—to a non-
human entity (Epley et al.l 2007; Kim & Im), [2023). While
anthropomorphism and mental capacity attribution are related
and often studied together (Kawai et al., 2023} Miraglia et al.|
2023)), they are not the same. The two can overlap when the
mental capacities considered are unique to humans (Thellman
et al., [2022)), but anthropomorphism can also measure non-
mental traits, (e.g., moving rigidly vs. elegantly) (Bartneck et
al.} 2009).

We conducted an exploratory correlational analysis be-
tween participants’ mean mental capacity attribution ratings
and anthropomorphism responses (i.e., 7-point Likert scale
ratings of “To what extent do you believe LLMs are human-
like?”). We observed the Spearman rank correlation coef-
ficient to be p = 0.48 (p < 0.001) suggesting a moderately
positive correlation: as participants’ mean ratings of mental
attributions increased, their anthropomorphism ratings also
tended to increase.

We additionally performed a finer-grained analysis of the
correlation between the mean attribution rating of each body-
heart-mind category with participants’ anthropomorphism
rating. We found that the correlation between body items and
anthropomorphism (p = 0.49, p < 0.001) and heart items and
anthropomorphism (p = 0.49, p < 0.001) are also moderately
positive. However, the correlation between mind items and
anthropomorphism (p = 0.36, p < 0.001) is slightly lower but
still exhibits mid-range correlation, suggesting that anthropo-
morphism is more closely connected to body and heart than
it is to mind capacities.

Discussion
In the present work, we leverage LLMs as a case study to
explore how varying portrayals of a novel entity under real-
world complexity and uncertainty can shape the mental ca-

pacities people attribute to it. We present participants with
varying portrayals of LLMs—mechanistic, functional,
and intentional—and measure their attributions of men-
tal capacities to LLMs. Our results primarily suggest that
the intentional portrayal can increase attributions, both for
items overall and within body-heart-mind categories, while
the mechanistic and functional portrayals do not have re-
liable effects. We also find participants more readily attribute
mind-related items to LLMs than body or heart, the effect
of the intentional portrayal extends beyond the scope of
its content, and that mental capacity attribution is moderately
positively correlated with anthropomorphism.

Participants’ increased attributions of mental capacities in
the intentional portrayal condition may be explained by
people’s tendency to interpret behavior through intent (Thell-
man et al., 2022; Waytz et al.| 2010; Heider & Simmel,
1944)—the way they experience the world. It also suggests
that people may be especially sensitive to human-like por-
trayals of novel complex entities when judging which men-
tal capacities the entities may possess. Further, participants’
generalization from the intentional portrayal may indicate
that portrayals can have a far-reaching effect on laypeople’s
beliefs. Compared to prior work (Weisman et al., |2017),
people are now more likely to attribute mental capacities to
LLMs than they were towards computers or robots just a few
years ago. If this trend continues, it may influence both how
people interact with technology (M. Cheng et al.| |2024) and
with one another (Guingrich & Graziano, [2024). This may
be further influenced by the observed correlation between an-
thropomorphism and attributions of mental capacities in our
study, which supports prior work in suggesting the two are
closely related but not identical (Kawai et al.| [2023; Miraglia
et al.| 2023)).

This work demonstrates that people’s attributions of men-
tal capacities to novel technological entities can be shaped by
the way the entities are portrayed, but we address a few limi-
tations. First, while self-report measures are straight-forward,
they offer limited insight into people’s real-world behaviors;
we encourage future works to explore how portrayals may
impact how people use and interact with these systems. Fur-
ther, our work utilizes informational video portrayals about
LLMs, but there are a variety of mediums (e.g., interaction
interfaces, social media) as well as novel and complex enti-
ties that future studies can investigate.

Overall, our work serves to understand the role of portray-
als in shaping people’s beliefs about a novel complex entity.
We simultaneously contribute to the timeless question of peo-
ple’s mental capacity attribution tendencies and the timely
question of technology’s role in society. As Al technology
becomes increasingly sophisticated and integrated into daily
life, we encourage further research in this area to develop
both scientific knowledge and safe adoption of these systems.

Data, Materials, and Software Availability. Videos, sur-
vey materials, pilot information, data, and analysis code can
be found in the OSF repository (https://osf.i0/gjef3/)
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