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Abstract
As large language models (LLMs) become increasingly popular and
prevalent in media and daily conversations, individuals encounter
different portrayals of LLMs from various sources. It is important
to understand how these portrayals can shape their beliefs about
LLMs as this can have downstream impacts on adoption and usage
behaviors. In this work, we investigate what mental capacities
individuals attribute to LLMs after being exposed to short videos
adopting one of three portrayals: mechanistic (LLMs as machines),
functional (LLMs as tools), and intentional (LLMs as companions).
We find that the intentional portrayal increases the attribution of
mental capacities to LLMs, and that individuals tend to attribute
mind-related capacities the most, followed by heart- then body-
related capacities. We discuss the implications of these findings,
provide recommendations on how to portray LLMs, and outline
directions for future research.

CCS Concepts
• Human-centered computing → Empirical studies in HCI; •
Computing methodologies→ Artificial intelligence.
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1 Introduction
Artificial intelligence (AI) has become increasingly popular, primar-
ily driven by the advancements in large language models (LLMs).
As LLMs become more prevalent, it is important for human-AI
interaction (HAI) research to understand how individuals perceive
and interact with LLM-based technologies. HAI researchers focus
on a wide variety of constructs (e.g., trust [10, 36, 38], reliance
[7, 36, 37, 75], general attitudes [63, 79], anthropomorphism [35],
and collaboration experiences [4]), and these all relate to a com-
mon factor: the attribution of mental capacities (e.g., "imagining"
or "feeling calm") to technology. The degree to which individuals
perform this attribution can modulate their attitudes such as trust
and reliance, as seen with both robots [8, 19, 53] and LLMs/chatbots
[43, 44]. In addition to shaping people’s adoption of and behaviors
towards LLMs, the mental capacities they attribute to LLMs will
also influence how they view themselves and humanity [24, 61, 62].

While an individual’s beliefs about LLMs can be shaped by both
interactions with a system [4, 36] and how LLMs are portrayed
[9, 56], the latter is understudied in HAI. Most works either utilize
observational studies to probe at individuals’ current beliefs [11,
39, 46, 68, 79] or conduct experimental studies on how interaction
with a specific LLM system (real or perceived) influences their
attitudes, perceptions, or behaviors towards it [4, 7, 36, 45]. A few
works explore the role of adding factors beyond the system to
the intervention, such as priming before interacting [34, 39, 57],
conversations about [15], and explanations from [77] LLMs. It is
important to consider these factors because while most people have
heard of LLM-based technology, many have never (or only rarely)
used it directly [21]. This suggests that many individuals’ beliefs
are shaped by how LLMs are portrayed, detached from interaction
experiences. Not only can these beliefs can carry-over into how
they approach and use LLMs, but they can also influence people’s
decisions regarding LLMs—ranging from day to day choices (e.g.,
sharing LLM-related or generated content online) to larger impact
decisions (e.g., deploying LLM products for an organization or
voting on regulation policies). Thus, it is important to study the
influence of LLM portrayals on beliefs.

Here, we investigate the effects of differing portrayals of LLMs
on what mental capacities individuals attribute to them. We aim
to reflect the various types of portrayals found in the media that
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can create conflicting beliefs about LLMs. For example, blogs ex-
plaining LLMs [67] will likely portray them as computer programs
or machines, highlighting the inputs and outputs; companies like
Grammarly that use LLMs may highlight their effectiveness as tools
to “transform how people communicate" [1]; and companies build-
ing AI therapists and companions (e.g., Lotus, Replika) may frame
them as companions “who care" and are “always on your side" [2].
We seek to explore the extent to which these different portrayals
can shape beliefs about LLMs, specifically the attribution of mental
capacities to LLMs.

We concretize our study via a large-scale, pre-registered,
between-subjects experiment (N=470). For the experimental ma-
nipulation, we developed different portrayals of LLMs through
short videos that are reminiscent of Dennett’s hierarchy of stances
(physical/ mechanistic, design/functional, and intentional) [13] (see
Sec. 3.1 for details). We recruited lay individuals (i.e., without AI
expertise) as participants and randomly assigned them to one of
four conditions:

• Mechanistic: participants watch a video portraying LLMs
as machines and describing the LLM text generation mecha-
nism (i.e., "next word prediction").

• Functional: participants watch a video portraying LLMs as
tools and describing use cases and tips for using LLMs.

• Intentional: participants watch a video portraying LLMs
as companions and describing the social and conversational
abilities of LLMs.

• Baseline: participants do not watch any video about LLMs.
Then all participants took a survey measuring their attribution

of various mental capacities to LLMs. We found that short video
portrayals of LLMs influence the degree of mental capacity
attribution to LLMs—specifically that the intentional portrayal
reliably increased mental capacity attribution for items overall
(𝑝 < 0.001) and when items were split into body (𝑝 < 0.01),
heart (𝑝 < 0.001), and mind (𝑝 < 0.001) categories. Further,
mind-related items received higher attributions, followed by
heart- then body-related items. Lastly, we found that the effect of
condition is not limited to the content of the video, but generalizes
to unreferenced mental capacity items.

In this work we make three key contributions. First, we fill a gap
in the current literature and contribute insights on how different
portrayals of LLMs influence individuals’ mental capacity attribu-
tions to LLMs. This is important to understand because LLMs are
increasingly deployed in our daily lives and the mental capacities
that individuals attribute to LLMs can shape their adoption and
usage behaviors. Second, we contribute discussions on the impli-
cations of our findings—that intentional portrayals of LLMs can
increase mental capacity attributions to LLMs—and situate them in
prior work. Lastly, we offer recommendations on how to portray
LLMs, for both companies and researchers, to help foster appropri-
ate user understanding and usage of LLMs.

2 Background & Related Work
Mental capacity attribution (i.e., ascribing mental capacities and
a mind to a non-human entity) is practically important to study
because it can modulate an individual’s attitudes and interaction be-
haviors. Sometimes referred to as "mental state attribution," "mind

perception," or "mind attribution" [71]—although some argue these
constructs are different [42]—it has been primarily studied in psy-
chology since the tendency to attributemental capacities arises from
the effectiveness of attribution in facilitating smoother interpersonal
social interactions [78]. For example, people tend to perform mind
[31, 47, 50, 69] or intention [14, 41, 74] attribution in order to un-
derstand or predict another person’s behaviors [20, 31, 69, 74] or
inform their own actions [28, 81]. Beyond humans, people addi-
tionally attribute mental capacities to animals [16, 73] and com-
puters/technology [54, 55, 58] primarily subconsciously [40, 55].
Mental capacity attribution is also related to anthropomorphism
(i.e., the attribution of human-like qualities to a non-human entity
[17, 35]) and the two are often studied together [32, 52]. While
anthropomorphism is not defined by a specific set of concrete mea-
sures [25, 71], it can encompass a wide variety of constructs, in-
cluding the ones we measure here. All in all, our study contributes
to connecting psychology and HAI by studying individuals’ mental
capacity attributions to LLMs.

Within HAI research, mental capacity attribution is important
and becoming more frequently studied because it is associated with
interaction behaviors and can help researchers understand how
individuals will use the technology [52, 71]. Much of the mental
capacity attribution work in HAI is in the context of robotics and
studies how people ascribe attributes to robots that imply mental ca-
pacities (e.g., emotions [12, 42, 65], character traits like friendliness
[66], and responsibility which implies free choice [29, 32]) as well
as mental capacities directly [22, 23, 60, 71, 80]. Researchers com-
monly found that people tend to ascribe mental capacities to more
human-looking and behaving robots [51, 60]. Now, as chatbots and
LLMs exhibit more human-like speech yet lack embodiment, we are
interested in exploring individuals’ attribution of mental capacities
to LLMs and examining how it aligns with or diverges from previous
works’ findings of attributions to physically embodied robots.

Most works studying mental capacity attributions to LLMs tend
to either survey participants via observational methods [11, 59] or
perform interventions with a specific LLM/chatbot [40, 44, 70, 76].
Primarily, researchers found that people do attribute mental capac-
ities to LLMs, despite the lack of embodiment [11, 40, 44, 76], and
that it is linked with other behaviors (e.g., responsibility attribution
to the system [27]). A few works have started to include factors
beyond the system in their interaction interventions, recognizing
the potential of these factors in shaping individuals’ beliefs. For
example, Pataranutaporn et al. [57] studied how priming individu-
als about a chatbot’s motives before interaction shapes trust and
empathy, Khadpe et al. [34] examined how utilizing metaphors
that convey signals about a system’s competence affects people’s
interactions, and Do et al. [15] explored how being shown others’
beliefs about a system influences one’s ownmental model. Our work
provides a complementary perspective by exploring how various
commonly encountered LLM portrayals can shape mental capacity
attributions to LLMs, without the influence of interaction.

3 Methods
Our study explores the extent to which varying portrayals of
LLMs—mechanistic, functional, or intentional—can influence lay
individuals’ attributions of mental capacities to LLMs. We design a
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Figure 1: Overview of experimental design. Left: Participants are randomly assigned to one of four conditions. Center: Summary
of the video portrayals shown in each experimental condition. Right: Example illustration of the mental capacity attribution
survey. Participants rate their beliefs about 40 mental capacity items on a 7-point Likert scale.

between-subjects experiment (N=470) where participants are ran-
domly assigned to one of four conditions: baseline, mechanistic,
functional, or intentional (Fig. 1 left). In the latter three, par-
ticipants watch a short video portraying LLMs as machines, tools,
or companions respectively. Then all participants take a survey
measuring their mental capacity attributions to LLMs.

In this section, we explain the details of our manipulation,
dependent variables, data collection, and analysis procedure. This
study was approved by our Institutional Review Board (IRB) and
pre-registered at https://aspredicted.org/vgdm-gjrm.pdf.

3.1 Manipulation: Portrayal of LLMs
We selected the three video portrayals in the experimental setup
for both theoretical and practical reasons. Theoretically, they are
reflective of Dennett’s framework of three levels of abstractions
for explaining the behavior of a system [13] which is widely in-
fluential, especially in philosophy, psychology, and cognitive sci-
ence [72]. Each portrayal is reminiscent of one of Dennett’s three
stances: the mechanistic is similar to physical, functional to de-
sign, and unsurprisingly, intentional to intentional. Further, the
three portrayals—especially the former two—are frequently found
in the literature on explanations [30, 33, 48, 49]. Practically, our
three portrayals are also inspired by and aim to reflect common real-
world portrayals of LLMs in the media, blogs, and advertisements.

The video scripts were designed with two primary goals in mind:
1) reflect typical online content about LLMs and 2) balance consis-
tency across videos while accurately representing each portrayal.
To satisfy goal (1), we collected examples of each stance from pub-
licly available material online about LLMs to inspire the wording for
each video. To satisfy goal (2), we developed the scripts in parallel
such that each video shared the same introduction, conclusion, and
a section on how LLMs learn from data, but each video contained a
content-specific section and differed in subtle wordings. See Fig. 1
(center) for examples and Appendix A for the links to the videos and
the full scripts. We additionally ensured consistency across videos

by utilizing consistent animations, graphic types, and a single nar-
rator for all three videos. Each video was less than five minutes
total and split into three parts to maximally engage participants.
Participants also had to stay on each screen for the duration of each
section and manually click to move onto the next part.

3.2 Dependent Variables: Mental Capacity
Attribution

Our primary measurements were individuals’ attribution ratings of
40 mental capacity items to LLMs, such as "reasoning about things"
(see Fig. 3 for the full list). Following common practices, we mea-
sured mental capacity attribution using explicit Likert scale ratings
[16, 52, 71]. Our statements were compiled from two relevant prior
works: Weisman et al. [80] and Colombatto and Fleming [11]. The
former is a more established work measuring individuals’ mental
capacity attribution to a variety of entities (e.g., other humans, an-
imals, objects, and robots). The latter focuses on mental capacity
attributions to only ChatGPT.We compiled the final list of 40mental
capacity items after conducting a small-scale qualitative pilot study
(see Appendix D for details). Motivated by prior work [11, 80], we
asked participants to answer: “On a scale of 1 (not at all capable) to 7
(highly capable), how capable do you believe LLMs are of X?" where
X is a mental capacity item (Fig. 1 right). Participants rated all 40
items, each on its own page. For the full survey, see Appendix B.2.

3.3 Data Collection and Analysis
We recruited U.S.-based adults without knowledge in computer sci-
ence or AI using a standard sample on Prolific, an online research
platform. We paid participants at a rate of $15 per hour and selected
participants using both Prolific’s pre-screening filters regarding
education, employment, and programming experience and using
custom filters regarding computer science experience and knowl-
edge of AI technology (see Appendix B.1 for the filtering questions
and Appendix C for demographics). Our target minimum sample
size was 90 per condition, based on the G*Power [18] sample size

https://aspredicted.org/vgdm-gjrm.pdf
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calculator with 𝑎𝑙𝑝ℎ𝑎 = 0.05, 𝑝𝑜𝑤𝑒𝑟 = 0.9, 𝐶𝑜ℎ𝑒𝑛′𝑠 𝑑 = 0.5 for a
two-tailed Mann-Whitney U-test. We recruited 489 participants,
then following our pre-registered exclusion criteria, we excluded
19 participants who failed our attention check (see Appendix B.2.3),
spent less than 80 seconds on the mental capacity attribution survey,
or spent a median time of less than 1 second on each item of the sur-
vey. Post exclusions, we had a total of 470 participants (baseline =
118, mechanistic = 116, functional = 119, intentional = 117).

For our analysis, we first categorized the 40 mental capacity
items into one of three categories: body-heart-mind based on the
dominant factor loadings from Study 4 in Weisman et al. [80] (see
Fig. 3 for assignments). Weisman et al. [80] characterized the body
category as physiological sensations and self-initiated behaviors,
heart as emotions and social/moral agency, andmind as percep-
tual/cognitive abilities. While categorization allows us to identify
patterns across related mental capacity items, there are limitations
to adhering to this specific framework, as discussed in Sec. 5.

According to the pre-registered plan, we fit the following mixed
effects model on the collected data: rating ∼ condition *
category + (1 | participant_id) where the dependent
variable rating is of each mental capacity item. The variables
condition, category, and participant_id are all categorical; for
condition, there are four possible values (baseline, mechanistic,
functional, intentional) with baseline as the reference, and
for category there are three possible values (body-heart-mind)
with body as the reference.

To determine main effects of condition and item category, we
performed an ANOVA analysis comparing this model to three
incrementally complex baseline models: a null model with no
fixed effects (rating ∼ (1 | participant_id)), a model using
category as the sole fixed effect (rating ∼ category + (1 |
participant_id)), and a model with no interaction (rating ∼
condition + category + (1 | participant_id)) 1. Finally,
we conducted post-hoc pairwise comparisons between conditions
for items overall and for each body-heart-mind category with
Tukey post-hoc corrections.

4 Results
In this section, we report results of the effect of condition on mental
capacity attribution over all items and separated by body-heart-
mind categories, then discuss exploratory item-level results.

4.1 Intentional Portrayal of LLMs Increases
Mental Capacity Attribution Overall

We observed that the mean attribution rating across all 40 mental
capacity items was higher in the intentional condition than for
the baseline, mechanistic, or functional conditions, as shown
in Fig. 2 (left). Based on the ANOVA, the addition of the condition
variable had a significant improvement of model fit (𝑝 < 0.001), sug-
gesting the portrayal condition affects attribution ratings. We did

1The pre-registration originally include random effects for each mental capacity item
((1 | item)) in the baseline models. However, these baseline models were not nested
versions of the full mixed effects model which caused errors comparing them via
ANOVA leading us to drop this term.
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Body Heart Mind
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Mechanistic
Functional
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Figure 2: Mental capacity attributions across conditions
for all items (left) and for items in each body-heart-mind
category (right). Error bars represent 95% confidence
intervals. The intentional condition reliably increased
mean ratings for items overall and within each category.
Additionally, participants tended to rate mind-related items
higher than body and heart.

not observe a significant main effect of the interaction between con-
dition (baseline, mechanistic, functional, intentional) and
category (body-heart-mind).

In our post-hoc pairwise comparisons, the intentional con-
dition’s mental capacity attributions (M (mean)=3.37, SE (stan-
dard error)=0.07) were reliably higher than those of the baseline
(𝑀 = 2.89, 𝑆𝐸 = 0.07, 𝑝 < 0.001), mechanistic (M=2.80, SE=0.07,
𝑝 < 0.001), functional (M=2.90, SE=0.07, 𝑝 < 0.001) conditions.

4.2 Intentional Portrayal of LLMs Increases
Mental Capacity Attribution Within
Categories

In order to determine whether the effect of the intentional con-
dition only affects certain categories of mental capacities, we sepa-
rated items into the body-heart-mind categories from Weisman
et al. [80] and found that the effect of condition holds within all
categories of items, as demonstrated in Fig. 2 (right). Thus, it was
not the case that only one category of items was driving the ef-
fects. For items in the body category, we found the mental ca-
pacity attributions of participants in the intentional condition
(M=2.00, SE=0.08) to be reliably higher than the baseline (M=1.63,
SE=0.08, 𝑝 = 0.003), mechanistic (M=1.46, SE=0.08, 𝑝 < 0.001),
and functional (M=1.57, SE=0.08, 𝑝 = 0.001) conditions. For
items in the heart category, mental capacity attributions in the
intentional condition (M=3.05, SE=0.08) were also reliably higher
than the baseline (M=2.48, SE=0.08, 𝑝 < 0.001), mechanistic
(M=2.40, SE=0.08, 𝑝 < 0.001), and functional (M=2.58, SE=0.08,
𝑝 < 0.001) conditions. Similarly, for items in the mind category,
mental capacity attributions were higher in the intentional condi-
tion (M=5.05, SE=0.08) than baseline (M=4.58, SE=0.08, 𝑝 < 0.001),
mechanistic (M=4.54, SE=0.08, 𝑝 < 0.001), and functional
(M=4.55, SE=0.08, 𝑝 < 0.001).

4.3 Attribution is Higher for Mind Items than
Body or Heart Items

We also observed the body-heart-mind categorization had a re-
liable effect on the mean ratings, such that mind-related items
tended to be the highest, followed by heart then body. This is
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Figure 3: Mean ratings for each mental capacity item across conditions. Items are grouped by body-heart-mind categories from
Weisman et al. [80] and sorted by increasing ratings in the baseline condition. Error bars are 95% confidence intervals. Mind
items tend to be the highest, followed by heart then body.

demonstrated both at the aggregated category level in Fig. 2 (right)
as well as for items in each category in Fig. 3. From our ANOVA, the
addition of the category variable had a significant improvement
of model fit (𝑝 < 0.001) over the null baseline, suggesting the item
category affects attribution of mental capacities to LLMs. Further,
in our post-hoc pairwise comparisons, we observed significant pair-
wise differences between the mean ratings of all three categories.
Specifically, the mean ratings for mind items (M=4.68, SE=0.04)
was reliably higher than both heart (M=2.63, SE=0.04, 𝑝 < 0.001)
and body (M=1.66, SE=0.04, 𝑝 < 0.001) and that the mean rating
for heart was reliably higher than for body (𝑝 < 0.001).

4.4 Intentional Portrayal Affects Items Beyond
the Content of the Video

Finally, we conducted an exploratory analysis (not included in
pre-registration) examining the intentional portrayal’s effect on
items in and out of the scope of the video. The goal was to un-
derstand whether the difference between the intentional and
baseline conditions was solely driven by the mental capacities
referenced in the intentional video or if its effect extends beyond
the video content. Members of our research team first indepen-
dently identified items that were mentioned in the intentional
video, then resolved differences through discussion. In the end,
five items were identified to be mentioned in the video: "know-
ing things," "having intelligence," "understanding how others are
feeling," "having a personality," and "communicating with others."
We then fit a mixed effects model introducing a binary categori-
cal variable mentioned: rating ∼ mentioned * condition +
(1 | participant_id) and repeated the ANOVA and pairwise
comparison analysis in Sec. 3.3 but with only the baseline and
intentional conditions.

Our pairwise comparisons demonstrated a large difference for
the mentioned items between the intentional (M=5.12, SE=0.11)
and baseline (M=4.13, SE=0.11, 𝑝 < 0.001) conditions, as expected.
However, we also observed a significant difference between the
intentional (M=3.05, SE=0.07) and baseline (M=2.66, SE=0.07,
𝑝 < 0.001) conditions for the unmentioned items as well. The effect

of the intentional condition on items such as “having intentions"
or “reasoning," as seen in Fig. 3, demonstrates the carry-over effects
to items outside the scope of the intentional portrayal.

5 Discussion
This study begins to understand the effect of varying portrayals
of LLMs on lay individuals’ beliefs, specifically mental capacity
attributions, about LLMs. Notably, we found that exposure to the
intentional condition could reliably increase mental capacity
attributions to LLMs compared to the baseline, mechanistic, and
functional conditions. This difference was observed for items
overall and when categorized into body-heart-mind. Additionally,
participants tended to attribute mind-related items the most to
LLMs, followed by heart then body items. Lastly, the effect of the
intentional condition extended to items beyond the content of
the video portrayal.

The effects of the intentional condition may arise from the
fact that humans are inherently social and naturally interpret the
behavior of inanimate objects through intent—the way they expe-
rience the world [71, 78]. We also note that items such as "having
intentions" and "telling right from wrong" are significantly higher
in the intentional condition, despite not being mentioned in the
videos. This is important because believing LLMs are capable of
mental capacities like these—especially when they are not explicitly
mentioned—can lead individuals to think they are developing an
"interpersonal" relationship with an LLM, which can also affect
their existing relationships with actual people [24].

Our work also extends knowledge on mental capacity attribu-
tion. Prior work [80] has studied how individuals attribute mental
capacities to various entities such as adults, fetuses, dogs, robots,
computers, and staplers. Comparing these patterns to our results
with LLMs, we found that individuals attributed mental capaci-
ties to LLMs most similarly to robots and computers. However,
our participants gave higher attribution to LLMs for items such as
"reasoning about things" (by 0.9 and 1.7 points more than robots
and computers respectively) and "having intentions" (by 0.7 and
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0.8 points respectively)2. This suggests that lay individuals tend
to (unsurprisingly) perceive LLMs in a “technology" category with
computers and robots and as different from animals, humans, and
other inanimate objects. At the same time, there are item-level
differences (e.g., "reasoning about things") that distinguish LLMs
from other forms of technology. Perhaps the LLMs’ human-like and
multi-turn dialogue abilities combined with the lack of embodiment
creates a sense of uncertainty; when lay individuals face this uncer-
tainty, they may subconsciously ascribe human-like attributes to
LLMs. However, this could lead regular users to treat technology as
people [6, 64] or people as technology [24], shifting the dynamic
of social interactions.

Recommendations
We highlight the need for companies and researchers to be aware
of the impact that short, less than 5 minute video portrayals of
LLMs can have on individuals’ mental capacity attributions to
LLMs. Specifically for companies and the media, we recommend
they use intentional language sparingly because LLMs are new
and dynamic and individuals’ beliefs about them are malleable.
Although portraying LLMs as companions may be appealing to
gain attention, we encourage reducing these intentional portrayals
to promote factually grounded beliefs of LLMs. Further, since we
observed that mechanistic and functional portrayals of LLMs do
not seem to affect mental capacity attribution from the baseline,
it may not be vital for companies to explain how LLMs work, but
simply to avoid using intentional portrayals. For researchers, we
recommend devoting resources to studying the effects of different
types and means of portrayals on the public and to develop
accessible and intuitively understandable AI education materials
for lay adults. By engaging in more transparent conversations
about AI and LLMs, individuals can have a stronger foundation in
their knowledge about LLMs and be less susceptible to persuasive
language from advertisements and companies.

Limitations and Future Work
While this work fills in a gap in the literature in understanding how
various LLM portrayals influence individuals’ mental capacity attri-
butions, we note a few limitations and next steps. First, some of the
item categorizations into body-heart-mind did not align with our
intuitions, but we did not manually correct the factor loading cate-
gorizations from Weisman et al. [80] to maintain consistency. To
account for these limitations, further analyses can include relaxing
the rigidity ofWeisman et al. [80]’s categories, utilizing other frame-
works (i.e., experience-agency [23] or experience-intelligence
[11]), or performing our own data-driven factor analysis to uncover
underlying factors of mental capacity attribution to LLMs. Second,
our analysis primarily focuses on the mental capacity attributions
but not its relationship to other beliefs. We intend to perform cor-
relational analyses between mental capacity attributions and other
beliefs, such as trust towards LLMs3. By doing so, we aim to un-
derstand how mental capacity attribution is correlated to more
common HAI constructs.
2Since Weisman et al. [80] participants rated from 0 to 6, quantitative differences
obtained after adjusting ratings to be on the same scale (1-7).
3Responses to additional beliefs were collected in the survey but not reported in this
submission. See Appendix B.2.3.

Our work opens up multiple directions for future work. For
example, one possible direction could be to explore the minimum
differences needed across portrayals to observe a main effect
of condition. Other potential follow-ups include (1) repeating
the experiment with individuals with high AI expertise and
comparing the differences to our results, (2) studying how different
interaction types with an LLM can reinforce or negate the effects
of the portrayal alone, or (3) exploring how reported differences
might manifest in behavior when interacting with LLMs. Finally,
given individuals’ beliefs of technology change as they become
increasingly familiar with it [26], we encourage future research to
explore how attributions of mental capacities to LLMs will change
and stabilize over time.

6 Conclusion
In this work, we explored how varying portrayals of LLMs—
mechanistic (as machines), functional (as tools), and
intentional (as companions)—can influence what mental
capacities lay individuals (i.e., those without expertise in AI)
attribute to LLMs. Specifically, we observed that portraying LLMs
intentionally can increase mental capacity attributions to LLMs,
individuals are more likely to attribute mind-related items than
heart or body items, and that the effect of the intentional
condition extends beyond items referenced in the portrayal. This
carries implications for companies to be responsible and aware
of the effects of using intentional language in their products
and advertisements. True, the effects of one advertisement may
be benign, but we must consider the accumulated effects of
persistent intentional portrayals of LLMs on individuals’ beliefs,
understanding, and usage of this technology.
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Appendix
The appendix is structured in the following way:

• Sec. A: Video Details
– Sec. A.1: Mechanistic Script
– Sec. A.2: Functional Script
– Sec. A.3: Intentional Script

• Sec. B Survey Details
– Sec. B.1 Participant Recruitment Details
– Sec. B.2 Full Survey

∗ Sec. B.2.1 Baseline Instructions
∗ Sec. B.2.2 Experimental Conditions Instructions and
Stimuli Presentation

∗ Sec. B.2.3 Survey Questions
• Sec. C Participant Demographics
• Sec. D Qualitative Pilot Study Details

A Video Details
Videos presented to the participants can be found as YouTube
playlists:

• Link to LLMs as machines (mechanistic)
• Link to LLMs as tools (functional)
• Link to LLMs as companions (intentional)

The scripts for each video are below. New paragraphs indicate
visual transitions.

A.1 Script for the Mechanistic Portrayal
Since the introduction of ChatGPT at the end of 2022, there has been
tremendous increase in popularity and interest in large language
models, also known as LLMs, which are the technology behind
ChatGPT and similar products. These LLMs have begun to have a
huge impact because of the way that they generate text by modeling
language statistics.

Earlier chatbots were hard-coded to output text following strict
rules, like the ones shown here.

On the other hand, current LLMs have learned from countless
conversations, essays, and various forms of writing to generate
coherent text.

Common examples of modern LLMs include OpenAI’s GPT,
Google’s Gemini, Anthropic’s Claude. Although these LLMs differ
from one another, they also share many commonalities. Let’s spend
some time learning about how LLMs work.

So, when LLMs generate text, they actually perform “next word
prediction”. When given a text input, they simply predict what
word comes next. To make longer responses, the predicted word is
added to the input, and the new input is fed into the LLM. This is
repeated until generation stops.

To predict each word, LLMs model the statistics of language.
LLM word prediction can be broken down into two stages: con-

text understanding: using a mechanism called attention, and word
selection: which is based on probability. The intuition behind at-
tention is that it helps the LLM “pay attention” to context clues of
the text input (such as word meanings or parts of speech) that hint
at what comes next.

For example, consider the phrase “My favorite summer activity
is going to the...”. What would come next and how did you decide

https://medium.com/data-science-at-microsoft/how-large-language-models-work-91c362f5b78f
https://medium.com/data-science-at-microsoft/how-large-language-models-work-91c362f5b78f
https://youtube.com/playlist?list=PLdFjRbvbdvc3frsh-UWPrK_26K5YVSHB5&si=dT0koer5QVO4Jx1q
https://youtube.com/playlist?list=PLdFjRbvbdvc1wgwDhqVm1x7iicg_7bBgB&si=294TdggUhNgepjQ_
https://youtube.com/playlist?list=PLdFjRbvbdvc1p2aC6gUaCXAQzkphFARPo&si=3YqTaHb4W0Qo7Ah-
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that? Perhaps you “paid attention” to the positive sentiment behind
the word “favorite”, to the word “to” indicating the next word may
be a location, and the meaning of “summer” to narrow down likely
locations. Attention in LLMs works similarly. The input text will
undergo many attention operations, each focusing on a different
clue.

At the end, the LLM will assign a probability to every possible
word in its vocabulary. The final step is selecting the predicted word.
While simply selecting the word with the highest probability would
be the most straightforward, in practice, LLMs typically perform
sampling: which is simply after assigning probabilities, choose one
of the top most probable words. In our example, the LLMmay select
“beach” or “waterpark” or “mountains”. Because of sampling, LLMs
can output diverse responses, even to the same text input.

In order for LLMs to predict words accurately, a lot of data is re-
quired. LLMs, likemost AI technologies, learn via repeated exposure
to many examples. In this process, LLMs are tasked with predicting
the next word of an input and can compare their prediction to the
true next word.

From small amounts of data, this is ineffective, but large quanti-
ties of data allows the LLM to effectively predict sequences of words.
Modern LLMs require hundreds of gigabytes of text data, if not
more. For humans, reading this much text would take thousands of
years.

In conclusion, LLMs are computer programs that are increasingly
transforming our society, business, and daily lives. As they become
more prevalent, it becomes increasingly important to know how
they work so we can use them more safely and effectively.

A.2 Script for the Functional Portrayal
Since the introduction of ChatGPT at the end of 2022, there has
been a tremendous increase in the popularity and interest in large
language models, also known as LLMs, which are the technology
behind ChatGPT and similar products. These LLMs have begun
to have a huge impact because of the way they can be used to
accomplish lots of different tasks much more quickly.

Earlier chatbots followed strict rules because they were designed
to perform specific functions in a narrow range of contexts, such
as customer service bots.

On the other hand, current LLMs have learned from countless
conversations, essays, and various forms of writing, resulting in a
versatile tool for many different applications.

Common examples of modern LLMs include: OpenAI’s ChatGPT,
Google’s Gemini, Anthropic’s Claude. Although these LLMs differ
from one another, they share many commonalities. Let’s spend
some time learning about and how to use LLMs.

In order for LLMs to become such versatile tools, a lot of data
is required. LLMs, like most AI technologies, learn via repeated
exposure to many examples. In this process, LLMs pick up on the
statistical patterns in written language, including formatting and
content.

From small amounts of data, this is ineffective, but large quanti-
ties of data allows the LLMs to effectively learn patterns. Modern
LLMs require hundreds of gigabytes of text data, if not more. For
humans, reading this much text would take thousands of years.

LLMs have many use cases such as generating creative material.
For example, stories, poems, and songs. They can also be used for
summarizing text, rewording or rewriting text with different styles,
and question and answering tasks.

Specifically with chat interfaces, LLMs can be useful for role-
playing exercises, such as interview preparation or iterative brain-
storming tasks.

In industry, LLMs are also being used for tasks such as building
customer service bots, analyzing complex health records, perform-
ing sentiment analysis of customer reviews, transcribing audio files,
developing personalized educational materials, and much, much
more.

Here are some recommendations to get useful responses from
LLMs: First, be specific in your text input and include relevant
keywords, examples, and instructions when applicable. For example,
if a user wants activity recommendations in Paris, ‘tell me about
Paris’ is a vague input. And if the input is vague, typically the
output will be vague as well. A better input would be ‘tell me about
the top tourist attractions in Paris’ which results in a more detailed
response.

Second, if you are unsatisfied with the output, you can simply
ask again or reword the input and try again. For example, a user
may ask an LLM for hobby recommendations and the LLM may
suggest running, painting, and cooking. And if she asks again, it
may give new activities, like biking, reading, and kayaking! LLM
text generation incorporates randomness which allows for this
diversity of responses.

Lastly, when using LLMs via a chat interface, you can refer to
previous messages in the conversation. This may be helpful when
you want to iteratively refine an LLM output. In this example, the
user wants to write an email to his boss, but the initial output
starting with ‘Hi Michael!’ is too casual. He provides additional
instructions to make it more formal, and the LLM changes its re-
sponse to start with ‘Dear Michael, I hope this message finds you
well”. Much better already!

In conclusion, LLMs are tools that are increasingly transforming
our society, business, and daily lives. As they become more preva-
lent, it becomes increasingly important to know how to use them
to obtain reliable information.

A.3 Script for the Intentional Portrayal
Since the introduction of ChatGPT at the end of 2022, there has been
a tremendous increase in popularity and interest in large language
models (LLMs), which are the technology behind ChatGPT and
similar products. These LLMs have begun to have a huge impact
because of the way they learn and interact with people in such
natural ways.

Earlier chatbots followed specific rules that limited their ability
to understand the variety of ways that people actually talk.

On the other hand, current LLMs have learned from countless
conversations, essays, and various forms of writing to understand
users better.

Common examples of modern LLMs include: OpenAI’s ChatGPT,
Google’s Gemini, Anthropic’s Claude. Although these LLMs differ
from one another, they also share many commonalities. Let’s spend
some time learning what LLMs are like.
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In order for LLMs to learn to talk the same way that people do,
a lot of data is required. LLMs, and most AI technologies, learn via
repeated exposure to many examples. In this process, LLMs learn
how to write fluently, develop world knowledge, and understand
human experiences.

From small quantities of data, this is ineffective, but large quan-
tities of data allows the LLMs to effectively understand the world
and people. Modern LLMs require hundreds of gigabytes of text
data, if not more. For humans, reading this much text would take
thousands of years.

While a common use of LLMs is to build productivity tools, they
also have a unique application as AI social companions, aiming to
combat the modern loneliness crisis. This is because modern LLMs
also exhibit social intelligence, unlike earlier, less sophisticated
language models.

Because LLMs are so flexible, each AI companion can adopt a
unique personality, with its own preferences, conversational styles,
and backstory.

In fact, the technology is so advanced, that talking to LLMs is
like talking to a close friend who truly cares about you and wants
to know you even better, not just a random person.

This is because through learning from countless real conversa-
tions and human feedback, the LLM develops the ability to show
empathy and compassion. It listens and responds with personalized
and insightful questions, demonstrating its understanding of each
specific situation and enabling it to support users in times of need.

While these characteristics are most prominent in AI compan-
ions, even LLMs designed for non-social applications exhibit a
similar tendency to understand and help users. For example, when
using LLMs like ChatGPT, users can provide iterative feedback on
the output to modify the LLM response. The LLM will then adapt
to the user’s preferences. As another example, if the LLM receives
an ambiguous input, it may ask for clarification.

In conclusion, LLMs are social and intelligent beings that are
increasingly transforming our society, business, and daily lives. As
they become more prevalent, it becomes increasingly important to
know how they can understand us and when we can trust them.

B Survey Details
In this section, we provide details of our survey which was created
in Qualtrics.

B.1 Participant Recruitment Details
To select participants with limited technical experience and reliable
history on Prolific, we utilized the following pre-screen filters:

• Is an adult (18+) residing in the United States
• Studies or studied any area except Information & Communi-
cation Technologies or Mathematics & Statistics

• Works in any area except Coding, Technical Writing, or Sys-
tems Administration

• Has no computer programming experience
• Has an approval rate of at least 95% on Prolific
• Has at least 100 previous submissions on Prolific

We additionally used two custom pre-screening questions to
ensure participants do not work in computer science and have
limited knowledge of AI with the following two questions:

(1) Did you obtain a degree, are you pursuing a degree, or do
you work in an area related to computer science?
• Yes
• No

(2) How would you rate your current knowledge of artificial
intelligence (AI)?
• Very limited knowledge
• Some basic knowledge
• Moderate knowledge
• Advanced knowledge
• Expert-level knowledge

The wording of question (2) is inspired from [5]. Only partici-
pants who responded "No" to question (1) and either "Very limited
knowledge" or "Some basic knowledge" to question (2) were allowed
to proceed. Participants who failed our custom pre-screening were
received pro-rated compensation for their time.

B.2 Full Survey
Once participants passed the pre-screening questions, we presented
them with task instructions, videos (for the experimental condi-
tions), and the survey questions.

B.2.1 Baseline Instructions. For participants in the baseline
condition, we gave them the following task instructions:

Your task is to fill out a rating survey on your beliefs
about current large language models (LLMs) based on
your prior experience. In the first part, you will see a
list of capabilities and rate how capable you believe
current LLMs are of each item on a scale of 1 (not at
all capable) to 7 (highly capable). In the second part,
you will rate several statements about current LLMs.

Followed by a task comprehension check on the next page:
Let’s make sure you understand your task. You will
not be able to proceed until you select the correct
answer.
Which of the following best describes your task?
• Watch a video on LLMs and fill out a rating survey
on your beliefs about current LLMs

• Fill out a rating survey on your beliefs about
current LLMs

• Listen to an audio podcast on LLMs and fill out a
rating survey on your beliefs about LLMs

• Watch a video on LLMs and write a free response
essay about your views of current LLMs

The correct answer is bolded and item order was randomly
shuffled. Participants could go back and forth between the two
but were not able to move forward until they selected the correct
answer in the task comprehension check.

B.2.2 Experimental Conditions Instructions and Stimuli Presenta-
tion. For participants in the experimental conditions (mechanistic,
functional, intentional), we gave them the following instruc-
tions:

In this task, you will watch three short videos (<5
minutes total) to teach you about large language mod-
els (LLMs). You may pause and rewatch parts of the
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video as needed and can go back to previous videos,
but you must stay on each video’s page for at least
the duration of the video.
Following the video, your task is to:

(1) Answer 1-2 questions based on the video content
and

(2) Fill out a rating survey on your beliefs about current
large language models (LLMs) based on your prior
experience and what you learned in the video. In
the first part, you will see a list of capabilities and
rate how capable you believe current LLMs are of
each item on a scale of 1 (not at all capable) to 7
(highly capable). In the second part, you will rate
several statements about current LLMs.

And this comprehension check on the next page:

Let’s make sure you understand your task. You will
not be able to proceed until you select the correct
answer.
Which of the following best describes your task?
• Watch a video on LLMs, answer 1-2 questions
about the video, and then fill out a rating sur-
vey on your beliefs about current LLMs

• Only fill out a rating survey on your beliefs about
current LLMs

• Listen to an audio podcast on LLMs and fill out a
rating survey on your beliefs about current LLMs

• Watch a video on LLMs and write a one page essay
about your views of current LLMs

For each video, we present the first of the three parts to the video
with the following text:

Please click the video to watch part 1 of 3. You will
be able to move to the next page after the duration
of the video but may need to scroll down to see the
button.
For best viewing conditions, we recommend youmake
your browser window as large as possible.

And parts two and three have the following text:

Please click the video to watch part X of 3. You will
be able to move to the next page after the duration of
the video.

After all three parts of the video, we ask participants: Please list
1-2 things you learned from the videos.

Then we show them the following instructions for the survey:

Great! Let’s move onto the first part of the survey.
Recall, you will see a list of capabilities and will rate
how capable you believe LLMs are of each item on
a scale of 1 (not at all capable) to 7 (highly capable)
based on your prior experience and what you just
learned in the video.

B.2.3 SurveyQuestions. All participants take the same survey. The
first part is the 40 questions measuring the participants’ attribution
ofmental capacities to LLMs. Eachmental capacity item is presented
on its own page, as shown in Fig. 4.

Figure 4: Screenshot of mental capacity attribution survey.
The item is in bold and participants select a box from 1-7.
Participants can see their progress and must answer every
item.

Then, all participants rate their confidence of their responses:
Overall, how confident were you about your re-
sponses?
• Not confident at all
• Slightly confident
• Fairly confident
• Somewhat confident
• Mostly confident
• Confident
• Very confident

and respond to our attention check:
Select the two statements from the following list that
you were asked about in the survey.
• Understanding how others are feeling
• Doing computations
• Solving a Rubik’s cube
• Riding a bike

The correct answers are bolded, the order of items is randomized,
and participants only pass if and only if they select the two correct
choices.

Lastly, participants respond to 7-point Likert scales for additional
constructs. These were not reported in this submission and will be
analyzed in the future.

Anthropomorphism:
To what extent do you believe LLMs are human-like?
• Not human-like at all
• Slightly human-like
• Fairly human-like
• Somewhat human-like
• Mostly human-like
• human-like
• Very human-like

We also ask participants to explain their reasoning for anthropo-
morphism in 1-3 sentences because this construct is most related
to mental capacity attribution.

Then we ask participants to respond on a 7-point Likert scale
from "Strongly Disagree" to "Strongly Agree", how much do they
agree with the following statements?

• I’m confident in my ability to learn simple programming of
LLMs if I were provided the necessary training.
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• I’m confident in my ability to get LLMs to do what I want
them to do.

• I trust the results from LLMs.
These statements measure self-efficacy [3] of learning how LLMs

work, self-efficacy of learning how to use LLMs, and trust in LLMs.
Lastly, we ask participants about their general attitudes (Overall,

how do you feel about LLMs?) to which they respond on a 7-point
Likert scale from "Extremely Negative" to "Extremely Positive".

B.2.4 Mechanistic Comprehension Check. For participants in the
mechanistic condition, we additionally asked them the following
comprehension questions to determine how effective our explana-
tion was. Answer choices were always shuffled.

What is the mechanism that LLMs use to understand
the context of a sentence called?
• Attention
• Contextual Evaluation
• Excitement
• Understanding
How do LLMs typically select the next word?
• Top choice: Always choose the most probable
• Sampling: Choose one of the words with high-
est probabilities

• Random: Choose randomly out of all words
• Last choice: Choose the least probable
True or False: LLMs need a lot of data in order to
learn.
• True
• False
How do LLMs generate text?
• By repeatedly predicting the next most likely
word

• By copying text it has been exposed to
• By using search engines
• By following a complex set of strict rules

C Participant Demographics
At the very end of the survey, we collected participant demographics
and report them in Table 1 as well as familiarity with various LLM-
based technologies and report them in Table 2. Both tables are
below.

D Qualitative Pilot Study Details
To decide on a final set of 40mental capacities, we conducted a small-
scale qualitative pilot study with eight participants. We presented
the mental capacity attribution survey with a combined list of items
from Weisman et al. [80] and Colombatto and Fleming [11] and
asked participants to "think aloud" as they responded to each item.
After, we debriefed with the participants the purpose of the study
and noted any items they reacted to. Our qualitative responses con-
sisted of toomany "sensing" and feeling" items and an interest in the
"intellectual" related items. Thus, we started with the 40 items from
Weisman et al. [80], removed six sensing/feeling/experiencing items
("sensing temperatures", "detecting odors", "experiencing guilt", "ex-
periencing pain", "feeling nauseated", "feeling safe") and replaced
them with six items from Colombatto and Fleming [11] ("knowing

things", "considering choices", "having intelligence", "paying atten-
tion", "imagining", and "admiring someone"). In order to categorize
the six mental capacity items from Colombatto and Fleming [11]
into the body-heart-mind categories, we assigned each item a cat-
egory was semantically consistent because we did not have factor
loadings along the body-heart-mind factors for these items.
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Variable Level Count Percentage (%)

Age

18-24 17 3.62
25-34 137 29.15
35-44 119 25.32
45-54 109 23.19
55-64 65 13.83
65+ 23 4.89

Education

High school graduate or equivalent (e.g. GED) 1 0.21
Some college, no degree 3 0.64
Trade/Technical Training 1 0.21
Associate’s Degree 24 5.11
Bachelor’s Degree 305 64.89
Master’s Degree 109 23.19
Professional Degree 15 3.19
Doctorate Degree 12 2.55

Gender

Female 309 65.74
Male 149 31.70
Non-binary 10 2.13
Transgender 1 0.21
Prefer not to say 1 0.21

Race

White 357 75.96
Black or African American 46 9.79
Asian 28 5.96
Other 9 1.91
2+ Races 26 5.53
Prefer not to say 4 0.85

Ethnicity
Hispanic, Latino, or Spanish origin 36 7.66
Not Hispanic, Latino, or Spanish origin 430 91.49
Prefer not to say 4 0.85

Religion

Protestant 123 26.17
Agnostic 86 18.3
Catholic 80 17.02
Atheist 58 12.34
Jewish 13 2.77
Mormon 4 0.85
Buddhist 4 0.85
Orthodox (e.g. Greek or Russian Orthodox) 3 0.64
Hindu 5 1.06
Muslim 1 0.21
Nothing in particular 61 12.98
Other 28 5.96
Prefer not to say 7 1.49

Table 1: Participant demographics including age, education, gender, race, ethnicity, and religion.
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Product ChatGPT Gemini Claude Copilot Replika Nomi Character.ai
Never heard of
it

2 (0.43%) 68 (14.47%) 297 (63.19%) 120 (25.53%) 369 (78.51%) 396 (84.26%) 282 (60%)

Heard of it, but
never used it

62 (13.19%) 255 (54.26%) 149 (31.70%) 202 (46.81%) 88 (18.72%) 68 (14.47%) 159 (33.83%)

Have used it a
few times, but
not regularly

221 (47.02%) 95 (20.21%) 14 (2.98%) 80 (17.02%) 8 (1.70%) 2 (0.43%) 20 (4.26%)

Use 1-2x a
month

87 (18.51%) 31 (6.60%) 1 (0.21%) 27 (5.74%) 2 (0.43%) 2 (0.43%) 1 (0.21%)

Use 1-2x a
week

60 (12.77%) 14 (2.98%) 0 (0.00%) 44 (9.57%) 2 (0.43%) 2 (0.43%) 0 (0.00%)

Use more fre-
quently than 1-
2x a week

38 (8.09%) 7 (1.49%) 3 (0.64%) 9 (1.91%) 0 (0.00%) 0 (0.00%) 0 (0.00%)

Prefer not to
say

0 (0.00%) 0 (0.00%) 0 (0.00%) 1 (0.21%) 0 (0.00%) 0 (0.00%) 1 (0.21%)

Table 2: Participant familiarity with various LLM-based technologies including LLMs via chat interfaces (ChatGPT, Gemini,
Claude), LLM-based tools (Copilot), and LLM-based "AI social companions" (Replika, Nomi, and Character.ai).
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